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Abstract

This paper addresses the problem of image denoising which is still a valid challenge at the crossing of functional analysis and statistics. We herein propose a novel pixel-based algorithm, which formulates the image denoising problem as the maximum a posterior (MAP) estimation problem using Markov random fields (MRFs). Such an MAP estimation problem is equivalent to a maximum likelihood (ML) estimation constrained on spatial homogeneity and is NP-hard in discrete domain. To make it tractable, we convert it to a continuous label assignment problem based on a Gaussian MRF model and then obtain a closed form globally optimal solution. Since the Gaussian MRFs tend to over-smooth images and blur edges, our algorithm incorporates the pre-estimated image edge information into the energy function construction and therefore better preserves the image structures. In the algorithm, patch similarity based pairwise interaction is also involved to better preserve image details and make the algorithm more robust to noise. Based on the theoretical analysis on the deviation caused by the discretization from obtained continuous global optimum to discrete output, we demonstrate the guaranteed optimal property of our algorithm. Both quantitative and qualitative comparative experimental results are given to demonstrate the better performance of our algorithm over several existing state-of-the-art related algorithms.
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1. Introduction

Due to the defect of the image acquisition and transmission system, images are often corrupted by noise or even damaged to lose some pixel values. The contamination on images not only affects their visual quality but also precludes many further high level computer vision tasks such as image/video coding, recognition, scene understanding, and object tracking. Therefore, as an important image/video processing task, either as a stand-alone processing or as a pre-processing, it remains one of the most active topics in image processing, and draws much attention from the scholars all over the world. In most cases, noised images can be modeled as

\[ X = F + N, \]

where \( X \), \( F \), and \( N \) represent the observed noisy image, the “true” image and the noise which is often the stationary Gaussian noise with zero mean and variance \( \sigma^2 \). The goal of image denoising is to remove the noise while maintaining and recovering the useful features and details of image as much as possible.

1.1. Related work

Over decades, a number of researchers dedicated their effort to the search for efficient image denoising approaches and many approaches were developed. They can be grouped into two basic classes: spatial filtering methods, which in essence estimate each pixel or region with neighboring pixels or regions in some way, and frequency domain filtering methods [1,2], whose basic idea is to project the image onto a set of orthogonal basis, usually referred to as wavelet basis, and then cut off the low coefficients (almost represent the noise) in the transformed representation using some kind of threshold or by shrinking. In this paper, we focus on the discussion and comparison of spatial filtering methods.

Traditional image denoising methods use linear local smoothing filters to do the work. The most common and simplest one is the Gaussian filter [3], which is linear and has the advantage of fast computation. However, since these linear filters are all based on the assumption of stationarity of the whole image that is always dis-satisfied in real-world images, linear filters are not able to preserve edges and texture well, causing loss of image detail information. Nonlinear models, on the other hand, can handle edges better and reduce the blurring effect. Many nonlinear filters are based on partial differential equations (PDEs). The basic idea of PDEs based methods is to deform an image by a partial differential equation, and to obtain the expected denoising result by solving this equation.
The total variation (TV) filter [4], which leads to solving a second-order nonlinear PDE. Smooth regions are transformed into piecewise constant regions in the TV filter. This is good at preserving edges, but it also causes the staircase effect and loss of image structure and texture information. To avoid this effect, a fourth-order PDE filter is combined with the TV filter in [5] and some algorithms based on iterated total variation [6,7] have been developed. Another popular model of PDEs based approaches is the anisotropic filter [8,9] which uses an anisotropic diffusion (AD) equation to smooth a noisy image for denoising. The strategy of AD is to impose smoothness within the regions achieved through pre-estimation, whereas less smoothness across edges for edge sharpness preserving. On the other hand, AD can be regarded as a gradient descent on some energy function incorporating with local statistic characteristics [8]. The bilateral filter (SUSAN filter) [10,11] is also a commonly used nonlinear filter, which is different from the above local smoothing filters by the different use of spatial neighborhoods. It takes the average of the values of pixels which are close to each other in both grey levels and spatial locations, while the other local filters only consider pixels' geometric closeness. The bilateral filter can keep image edges relatively sharp. Furthermore, considerable interests have been given to the use of segmentation for image denoising [12–15]. These approaches share the same basic remark: smoothing the reference pixel or region by using the ones belonging to the same cluster which is obtained through the segmentation procedure and therefore preserving the edges well.

Recently, Buades et al. [16,17] presented a non-local means (NL-means) algorithm for image denoising. They argued that the local smoothing methods aim at noise reduction and the reconstruction of the main geometrical configurations of the image, but not at the preservation of fine structures, details, and textures. To address this problem, the NL-means algorithm estimates the denoised value for a pixel as the weighted average of the values of all pixels whose Gaussian neighbors look like the neighbors of the pixel, that is, who has a close neighborhood configuration, based on the regularity assumption that self-neighborhood similarities of each pixel exist in nature image. It is obvious that NL-means algorithm is suited for denoising the images with periodicity texture patterns. However, it is limited in many real-world images that fail in the assumption or in the worse noise distorted images due to the corruption of the structures.

One of the best state-of-the-art denoising methods in the spatial domain is called Block-Matching and 3D Filtering (BM3D) [18]. This method is based on an enhanced sparse representation in transform-domain. The enhancement of the sparsity is achieved by grouping similar 2D image blocks into 3D data arrays called “groups”. More recent denoising algorithm proposed by Boubloulis et al. [19] is based on the theory of Reproducing Kernel Hilbert Space (RKHS). The main advantage of this algorithm is that it can remove any kind of noise from images, in contract to the mostly used noise dependent denoising methods. From the comparative results, BM3D obtains the better results for Gaussian noise.

Thanks to the success and rapid advances of the Markov random field (MRF) models, which provide a robust and unified framework for many early computer vision tasks, some image denoising methods also formulate the problem as an energy minimization problem using MRFs [20]. This formulation is justified in terms of maximum a posteriori (MAP) estimation of a Markov random field in the Bayesian framework, since the true image is regarded as the realization of a Markov random field. To the best of our knowledge, for the general case, the energy minimization problem in discrete domain is NP-hard. The major obstacle of the optimization is the large computational cost owing to the high dimensional computing space. Many approaches have been proposed to solve the MRFs energy optimization. Simulated annealing, popularized in [20], can minimize an arbitrary energy function but is very slow. Iterated conditional modes (ICM) introduced in [21], iterates greedily to a local minimum sensitive to initial value. Recent developed algorithms approximately solve MRFs by graph cuts [22–24] or belief propagation [25,26] with the consideration about the tradeoff between accuracy and efficiency. Graph cuts and belief propagation both make it in discrete sense, and thus usually can only find a locally optimal solution to the problem, which depends on the initialization and the convergence criteria. Moreover, they carry out the denoising task iteratively and do not have a closed form solution. We also found that the methods using graph cuts and belief propagation cannot well preserve image edges and the large labels in denoising task, especially for color image, cause denoising procedure to be slow.

1.2. Overview of the paper

In this paper, we also formulate image denoising with an MAP-MRF model. However, we solve the MAP problem by transforming it into a continuous optimization problem where pixels' intensities are relaxed from discrete values to continuous values. Compared with the related approaches, our proposed novel denoising algorithm has the following merits.

1. Without any approximation in the deduction process, a closed-form globally continuous optimal solution can be obtained directly, which provides the good prerequisite for our final denoising result.
2. Image edge details can be better preserved in our algorithms since the pre-estimated edge information is incorporated into our object MRF energy function and the special design for the smoothness weight imposes the reasonable smoothness constraint conditioned on the observed intensities.
3. Our formulation for the gray level image denoising can directly extend to operating on the color image in the CIE-Lab color space uniformly at once and hence does not need more computational complexity in contrast with the much larger computational cost as the increase of the label number in belief propagation and graph cuts algorithms. Since CIE-Lab color approximates human vision and is perceptually uniform, our denoising algorithm can keep the balance of colors and avoid the unexpected color combinations after denoising operation, which may appear in many denoising algorithms due to filtering the color bands separately.
4. Further to note that with the construction of the undirect weighted graph representing the energy function, we utilize the Laplacian matrix corresponding to the graph to speedup our algorithm and the final closed form solution is also formulated in this way.
5. It is inevitable that an energy deviation from continuous global optimum is generated by discretization for each pixel's value which is essential for image output. Fortunately, based on the theoretical analysis, we obtain an upper bound of the deviation which guarantees the optimal property of our algorithm. Finally, experimental results demonstrate all the advantages of our approach and show that our method outperforms the related methods quantitatively and qualitatively.

This paper is the extended version of our work in [27]. Compared to [27], we review more related work, give Optimal Property of our algorithm, and report much more experimental results.

2. MAP-MRF model

Markov Random Fields were first introduced in vision in [20]. In the context of the image denoising problem, we represent the
components of MRFs with \( X = \{x_1, x_2, \ldots, x_n \} \) and \( F = \{f_1, f_2, \ldots, f_n \} \), where \( X \) and \( F \) denote the observed image with noise and the denoising image, respectively, and \( n \) is the number of pixels of the image. Here \( x_i \) and \( f_i \) regarded as random variables denote the intensity values of pixel \( i \), \( 1 \leq i \leq n \).

In this paper, we focus on grey-level images, but the formulation can be directly extended to handling color images. We will demonstrate this extension in the relevant point below.

We formulate image denoising as an optimization problem to find an \( F \) that maximizes the posterior probability \( P(F|X) \) given \( X \) which results in the globally optimal solution from a statistical viewpoint. With the Markov assumption that each random variable \( f_i \) only depends on the random variables in \( F \) that correspond to the neighborhood pixels of pixel \( i \), each concrete \( F \) denotes a realization of the Markov random field. By using the Bayes’ rule, we have

\[
\arg\max_{F} P(F|X) = \arg\max_{F} P(X|F)P(F)/P(X) \\
= \arg\max_{F} P(X|F)P(F),
\]

where \( P(X) \) can be removed since it is a constant with respect to \( F \). Therefore, the MAP estimation is to find \( \hat{F} \) such that

\[
\hat{F} = \arg\max_{F} P(X|F)P(F).
\]

Here \( P(X|F) \) is the likelihood function which can be represented by the sensor noise model. Assume that the pixel intensities follow an independent identical distribution (i.i.d.) and the noise model is the additive Gaussian white noise. Then \( P(X|F) \) can be defined as

\[
P(X|F) \propto \prod_{i=1}^{n} \exp(-d(x_i, f_i)),
\]

where \( d(x_i, f_i) \) is the sensor noise model and \( d(x_i, f_i) \) is called the data penalty function that penalizes the inconsistency between output and observed data, i.e., represents the penalty of \( x_i \) having the output \( f_i \) after denoising. In this paper, it is defined as

\[
d(x_i, f_i) = |f_i - x_i|^2.
\]

Concerning the MRFs, the Hammersley–Clifford theorem [21] states that the prior probability of a Markov random field is proportional to the summation over the cliques in all neighborhood. We model the prior probability \( P(F) \) by MRFs whose clique potentials involve pairs of neighboring pixels, which is defined as

\[
P(F) \propto \exp\left(-\frac{1}{b} \sum_{i=1}^{n} \sum_{j \in X(i)} s(f_i, f_j) \right),
\]

where \( X(i) \) is the neighborhood of \( i \) and \( s(f_i, f_j) \) is the clique potential, which is also commonly called smoothness penalty function to imposing the spatial homogeneity. There have been some clique potential formats to enforce the intensity smoothness constraint for neighboring pixels, e.g., generalized Potts Model, \( w_\gamma \cdot (1-\delta(f_i-f_j)) \), \((\delta(\cdot)\) is the unit impulse function\), and linear clique potential, \( w_\delta \cdot |f_i-f_j| \) [28]. The generalized Potts Model penalizes any neighborhood pair of different labels while the penalization is independent upon the difference. By contrary, the cost of spatial incoherency in clique potential is proportional to the difference between neighboring pixels’ labels. In our approach, the clique potential is computed by

\[
s(f_i, f_j) = w_{ij} \cdot |f_i-f_j|^2.
\]

We herein choose quadratic label difference since it will facilitate to achieve the closed form solution and to speedup our algorithm running based on the usage of the Laplacian matrix.

of this formulation will be seen in the deduction of the closed form solution below. Meanwhile, the factor \( w_{ij} \) denotes the affinity value between pixels \( i \) and \( j \) and is used both to control the smoothness degree for each neighboring pair and to preserve edge sharpness based on the local statistical information and the pre-obtained edge localization information.

We design \( w_{ij} \) in this way: (1) if the intensity difference \( \Delta(i,j) = |x_i-x_j|^2 \) is large between the neighboring pixels \( i \) and \( j \) in the input image, the smoothness penalty \( s(f_i, f_j) \) should be small; (2) the further distance between pixels \( i \) and \( j \), the less effect of them on \( s(f_i, f_j) \); (3) if pixels \( i \) and \( j \) fall into two regions separated by an edge, they have no effect on \( s(f_i, f_j) \), i.e., \( w_{ij} = 0 \).

Based on these targets, we define \( w_{ij} \) as

\[
w_{ij} = a \cdot \exp\left(-\frac{\Delta(i,j)}{b}\right) - k(i,j) \cdot T(C_i = C_j),
\]

where \( a \) and \( b \) are two positive factors to control the contribution of \( w_{ij} \) to \( s(f_i, f_j) \), \( k(i,j) = \exp(-|i-j|^2/2) \) is a Gaussian kernel function to reach the above target (2), and \( T(C_i = C_j) \) is used to reach the above target (3). The term \( \exp(-\Delta(i,j)/b) \) has been first used to control smoothness in [29] for the stereo vision problem. \( T(\cdot) \) is 1 if its argument is true and 0 otherwise. \( C_i \) and \( C_j \) are region indexes that can be explained with Fig. 1. In the figure, an edge separates the window into two regions and pixels \( i \) and \( j \) have the same region index but pixels \( i \) and \( j \) fall into different region indexes, i.e., \( C_i = C_1 \) and \( C_j \neq C_1 \). We use Canny edge detector to find edges in the input image since this edge detector is insensitive to noise, and then assign indexes to different regions. If there is no edge detected via the Canny detector in a noisy image, then the denoising result can also be obtained with \( T(C_i = C_j) = 1 \) for all pixel pairs \( (i,j) \) in (8). We further exhibits the intuitional representations of \( w_{ij} \) images of the left, up, left up, and left down neighbor weights for all the pixels of the “House” image, respectively, in Fig. 2. The visual \( w_{ij} \) output clearly indicates our motivation of the design in (8), that is, smoothing constraints are only imposed on the homogeneous areas while allowing discontinuities and well demonstrates our algorithm’s merit that the design of \( w_{ij} \) can ensure the image edges be well preserved.

From (3), (4) and (6), we can see that the MAP estimation is equivalent to minimizing the following energy function:

\[
E(F) = \sum_{i=1}^{n} d(x_i, f_i) + \sum_{i=1}^{n} \sum_{j \in X(i)} s(f_i, f_j).
\]

The first term on the right-hand side is called the data term and the second one is the smoothness term. It is obvious that the MAP estimate \( F \) which minimizes the energy \( E(F) \), that is, the minimal cost realization of a Markov random field, tends to be consistent
with the observed data \( X \) as well as containing small number of discontinuities as much as possible.

The approaches in [22–26] solve the energy minimization problem by graph cuts and belief propagation, respectively, with their own energy functions in a similar form to (9). However, we pay more attention to preserve edges when designing our energy function. On the other hand, since such an optimization problem is NP-hard, the solutions obtained by graph cuts and belief propagation are locally optimal. In the next section, we relax the pixel intensities from discrete values to continuous values and meanwhile introduce the utilization of Laplacian matrix corresponding to our constructed undirected weighted graph that makes us easily get the globally optimal closed form solution and solve it faster. Another advantage of such a continuous model is that we can give the theoretical analysis for the optimal properties (see Section 4).

In the anisotropic diffusion (AD) model [8], the image is updated iteratively by

\[
\frac{\partial I_t(x,y)}{\partial t} = \text{div}[c_t \cdot \nabla I_t(x,y)],
\]

where \( I_t(x,y) \) is the gray level at coordinates \((x,y)\) of the image at iteration \( t \), \( \text{div} \) represents the divergence operator, \( \nabla I_t(x,y) \) is the gradient of the image, and \( c_t \) represents the diffusion coefficient. For iteration 0, the image is the input noisy image, i.e., \( I_0 = X \); after \( T \) iterations, the denoising result \( F = I_T \). To preserve image detail information, the diffusion coefficient \( c_t \) can be defined in the forms combining image edge information, for example in [30].
In our algorithm, image edge information is incorporated in the regularization term (the smoothness term). Different from the AD model, our MAP-MRF model obtains the final results with a closed-form solution. This avoids the selection of iteration number \( T \), which is important for the result of the AD approaches.

3. A closed form solution

From the definitions of the data penalty and smoothness penalty functions in (5) and (7), the energy function can be written as

\[
E(F) = \sum_{i=1}^{n} |f_i - x_i|^2 + \sum_{i=1}^{n} \sum_{j \neq i}^{n} w_{ij} \cdot |f_i - f_j|^2.
\]  

(11)

With the smooth term in (11), our proposed MRF is isotropic obviously and we construct an undirected weighted graph \( G = (V, E) \) where \( V \) is the set of vertices denoting the image pixels, and \( E \) is the set of weighted edges. Then the adjacent matrix of \( G \) is \( W = [W_{ij}]_{n \times n} \), whose elements are defined as

\[
W_{ij} = \begin{cases} 
 w_{ij} & \text{if } i \neq j \in X(i), \\
 0 & \text{if } i \neq j \notin X(i), \\
 c & \text{if } i = j,
\end{cases}
\]  

(12)

where \( c > 0 \) is some constant, which indicates the constant weight edge between vertex \( i \) and itself. It is explicit that these extra edges correspond to the terms \( c \cdot (f_i - f_j)^2 \), \( 1 \leq i \leq n \) which have no effect on the energy function and its optimization. Let \( D \) be an \( n \times n \) diagonal matrix with the \((i,i)\)-th entry \( D_{ii} = \sum_{j=1}^{n} W_{ij} \). If \( D_{ii} = 0 \), then say that \( i \) is an isolated vertex in the graph which leads \( W \) to be singular. The constant \( c \) in the \((i,i)\)-th entry of \( W \) can avoid this singularity. Moreover, the importance of constant \( c \) builds up the numerical stability of our solution. With the design of \( w_{ij} \) in (8), \( D_{ii} \) is very small for some pixels that have a few edges connecting to their neighborhood or only have small weighted edges. Since our deduction for the closed form solution below involves \( D^{-1} \) and \( D^{-1/2} \), the proper \( c \) can make those matrices numerically stable, that is, important for us to achieve the accurate globally optimal solution. We also find that it is better for the constant \( c \) to be comparable with the value of parameter \( a \) in (8). In our algorithm, we choose \( c = a \).

With the construction of energy function \( E(F) \) and corresponding graph \( G \), the following theorem gives the insight of our closed form solution to utilizing the Laplacian matrix with continuous labels relaxation.

**Theorem 1.** Let \( X = [x_1, x_2, \ldots, x_n]^T \) and \( F = [f_1, f_2, \ldots, f_n]^T \). \( W_{ij} \) is defined in (12), where \( f_i, 1 \leq i \leq n, \) are continuous variables. Then \( D^{-1/2}(D^{-1} + 2L)^{-1}D^{-1/2}X \) is the closed form solution which is globally optimal for the below energy function minimization

\[
E(F) = \sum_{i=1}^{n} |f_i - x_i|^2 + \sum_{i=1}^{n} \sum_{j \neq i}^{n} W_{ij} \cdot |f_i - f_j|^2,
\]  

(13)

where \( T \) is the normalized Laplacian matrix of \( G \) constructed above and is expressed as

\[
T = D^{-1/2}(D - W)D^{-1/2}.
\]  

(14)

**Proof.** Let \( R = [r_1, r_2, \ldots, r_n]^T \), where \( r_i = \sqrt{D_{ii}} \cdot f_i, 1 \leq i \leq n \), form a set of medium variables. Then we have

\[
F = D^{-1/2}R,
\]  

(15)

and the energy function in (13) can be written as

\[
E(F) = E(R) = \sum_{i=1}^{n} \frac{r_i}{\sqrt{D_{ii}}} \cdot |x_i|^2 + \sum_{i,j=1}^{n} \frac{r_i}{\sqrt{D_{ii}}} \cdot \frac{r_j}{\sqrt{D_{jj}}} \cdot \frac{1}{2} \cdot |r_i - r_j|^2.
\]  

(16)

which has a compact matrix form expression:

\[
E(R) = ||D^{1/2}R - X||^2 + 2(R^T \cdot T \cdot R),
\]  

(17)

where

\[
||D^{1/2}R - X||^2 = \sum_{i=1}^{n} \frac{r_i}{\sqrt{D_{ii}}} \cdot |x_i|^2,
\]  

(18)

\[
2(R^T \cdot T \cdot R) = \sum_{i,j=1}^{n} \frac{r_i}{\sqrt{D_{ii}}} \cdot \frac{r_j}{\sqrt{D_{jj}}} \cdot |r_i - r_j|^2.
\]  

(19)

To minimize \( E(R) \), taking its derivative with respect to \( R \) and setting it to zero yields

\[
\frac{\partial E(R)}{\partial R} = 2D^{1/2}(D^{-1/2}R - X) + 4RT = 0,
\]  

(20)

which results in

\[
(D^{-1} + 2T)R = D^{-1/2}X.
\]  

(21)

Since \( W \) and \( T \) are positive semi-definite, \( (D^{-1} + 2T) \) is nonsingular. Therefore, a closed form solution for the medium variable \( R \) is obtained as

\[
R = (D^{-1} + 2T)^{-1}D^{-1/2}X.
\]  

(22)

Thus the globally optimal solution is

\[
F = D^{-1/2}R = D^{-1/2}(D^{-1} + 2T)^{-1}D^{-1/2}X.
\]  

(23)

Similarly, for color images, we treat each color as a point in a three dimensional space, i.e., vector with three components, underlying the CIE-Lab color space. Based on the perceptually linearity of CIE-Lab, we can use Euclidean distance in \( \text{Lab} \) space as color difference measurement used in (8) which is consistent with human perception. With the replacement of gray level intensity value as color vector, we have the uniform closed form solution for color image denoising as (23), since \( \text{Lab} \) is relatively independent and share the same \( W_{ij} \). Hence, our algorithm does not need more computational cost for color image denoising despite the larger labels.

It is worth noting that above derivation of globally optimal \( F \) is based on the assumption that \( R \) and \( F \) are continuous variables (see (15) and (20)). In the context of image denoising, however, pixel intensities are discrete. Therefore, after we obtain the continuous solution, we should make discretization which naturally results in the deviation of denoising output from the globally optimal solution. Fortunately, we find that discretization result slightly falls away and the error is even within a known bound. The details of the optimal property will be elaborated in the next section.

4. Optimal property

Optimal property discussion is meaningful for MRFs energy optimization techniques, especially for those that converge to a local minimum in some criteria, e.g., iterated conditional modes (ICM) [21], graph cuts based expansion algorithm and swap algorithm [22] and belief propagation [25,26]. To the best of our knowledge, except for the expansion algorithm that is within a known factor \( 2c \) of the global optimum, where \( c = \max_{i<j \in N}(\max_{u \in X} f(u)/\min_{v \in X} f(v)) \), other algorithms converging to local minimum do not have theoretical analysis for the optimal
properties, although it is undeniable that many of them have desirably visual outputs. As discussed above, we relax the discrete pixels’ intensities to continuous ones and therefore achieve the globally optimal solution in continuous domain in our algorithm. To present the output image, discretization is naturally needed. We herein adopt the rounding operation to make discretization. It is straightforward that the error caused by discretization of intensity values affects the output energy described in (11). Although in some cases the discretization may make final energy even lower, which is better for our denoising, we should consider the worst case to give an insight into the optimal property of our approach. Fortunately, the error between globally optimal energy and the one after discretization is within a known bound described in the following theorem, and therefore our algorithm has the guaranteed optimality properties.

First, we introduce some theorems. Let \( f_i^* \) and \( f_i \) denote the optimal continuous label and corresponding discretized one for pixel \( i \), \( 1 \leq i \leq n \), where \( n \) is the number of pixels of input image. \( E_{opt}, E_{dis} \) represent the globally optimal energy in continuous domain and the energy after label discretization, respectively. Furthermore, we have \( E_{opt} = E_{data} + E_{smooth} \), where \( E_{data} = \sum_{i=1}^{n} (f_i^* - x_i)^2 \) and \( E_{smooth} = \sum_{i=1}^{n} \sum_{j \in N(i)} w_{ij} \cdot (f_i^* - f_j^*)^2 \). With these notations, the following theorem demonstrates the energy error bound between \( E_{opt}, E_{dis} \).

**Theorem 2.** The error between \( E_{opt} \) and \( E_{dis} \), represented by \( \Delta E = E_{dis} - E_{opt} \), holds the upper bound \( 2^{(1/2 \cdot 2 \cdot \log_2(1 + k^2))} \sqrt{cE_{opt} + A} \), that is,

\[
\Delta E \leq 2^{(1/2 \cdot 2 \cdot \log_2(1 + k^2))} \sqrt{cE_{opt} + A},
\]

where \( A \sim \mathcal{O}(n) \), is some constant, \( k \) is the number of neighborhood for each pixel and \( c = \max(\max_{x_i}, \bar{w}_{ij}) \cdot 0.5 \). Meanwhile, the operation \( \lfloor \cdot \rfloor \) denotes taking upper integer.

**Proof.** With the definition of \( f_i^*, f_i \) and energy function (11), we have

\[
\Delta E = \sum_{i=1}^{n} \left[ (f_i^* - x_i)^2 - (f_i - x_i)^2 \right] + \sum_{j \in N(i)} w_{ij} \cdot ((f_i^* - f_j^*)^2 - (f_i - f_j)^2)
\]

\[
\leq 2 \cdot n \sum_{i=1}^{n} \left[ (f_i^* - x_i) \cdot |d_i| + \sum_{j \in N(i)} w_{ij} \cdot |f_i^* - f_j^*| \cdot |d_i + d_j| \right]
\]

\[
+ \sum_{i=1}^{n} |d_i|^2 + \sum_{j \in N(i)} w_{ij} \cdot |d_i + d_j|^2.
\]

(25)

where \( d_i = f_i^* - f_i \) for \( 1 \leq i \leq n \). It is obvious that \( d_i \) has the range \((-0.5, 0.5)\) due to the rounding operation for discretization and therefore \( d_i + d_j \in (-1, 1) \).

The pairwise constraints result in that the maximum of \( |d_i| \) and \( |d_i + d_j| \), that is, 0.5 and 1, cannot be achieved simultaneously in all \( i, 1 \leq i \leq n \) and \((i,j), (i,j) \in \mathcal{N}\) unless the 4-connected neighborhood system in special cases. Without consideration of the pairwise constraints we take \( |d_i| = 0.5 \), and \( |d_i + d_j| = 1 \) for all terms in (25) that is the worst situation for the deviation of \( E_{dis} \).

Then we have

\[
\Delta E \leq \sum_{i=1}^{n} \left[ |f_i^* - x_i| + \sum_{j \in N(i)} 2w_{ij} \cdot |f_i^* - f_j^*| \right] + A,
\]

where \( A = n/4 + \sum_{i=1}^{n} \sum_{j \in N(i)} w_{ij} \) is a constant and \( A \sim \mathcal{O}(n) \).

Based on the inequation \( \sqrt{a} + \sqrt{b} \leq \sqrt{2(a + b)} \) where \( a, b \geq 0 \), (26) can be further advanced as

\[
\Delta E \leq 2c \sum_{i=1}^{n} \left[ \frac{1}{2c} |f_i^* - x_i| + \frac{1}{c} \sum_{j \in N(i)} w_{ij} |f_i^* - f_j^*| \right] + A
\]

\[
\leq 2c \sqrt{2} \sqrt{\frac{\sum_{i=1}^{n} |f_i^* - x_i|^2}{2c} + \frac{\sum_{i=1}^{n} \sum_{j \in N(i)} w_{ij} |f_i^* - f_j^*|^2}{c} A}
\]

\[
\leq 2c \sqrt{2} \sqrt{\frac{\sum_{i=1}^{n} |f_i^* - x_i|^2}{2c} + \frac{\sum_{i=1}^{n} \sum_{j \in N(i)} w_{ij} |f_i^* - f_j^*|^2}{c}} + A
\]

(27)

where \( c = \max(\max_{x_i}, \bar{w}_{ij}) \cdot 0.5 \).

Conclusively, we obtain the upper bound for \( \Delta E \) which demonstrates the guaranteed optimal property of our algorithm, that is to say, our algorithm achieves an energy close to the global optimum.

5. **Experimentation**

To demonstrate the performance of our algorithm, we compare our algorithm with five related algorithms: graph cuts (GC) [22–24], belief propagation (BP) [25,26] representing the MRFs based approaches, Gaussian filter (GF) [3] which is the representation of the linear local smoothing filters, bilateral filter (BF) [11] which represents the nonlinear local smoothing filters, and NL-means (NL) [16] which is a nonlocal approach. We test these algorithms on a set of classic gray scale images, “Barbara”, “Boat”, “House”, “Pepper”, “Lena” of size 256 \( \times \) 256 pixels, and the Berkeley segmentation benchmark [31] containing 300 natural images, which are all contaminated with five different noise level additive Gaussian white noise (standard deviation \( \sigma = 10, 20, 30, 50 \) and 100). At last, we test our algorithm on image “Lena”, “Barbara”, and “Boat” with the size of 512 \( \times \) 512 to compare with the BM3D [18] method. Both visual quality comparisons and quantitative comparisons, which use peak signal-to-noise ratio (PSNR) and mean squared error (MSE), are showed. Here all the algorithms are implemented in Matlab running on a Pentium IV PC (2.8 GHz CPU).

We arrange the denoising output comparisons with two sections, comparison with MAP-MRFs model based algorithms and with related state-of-art denoising algorithms. The experiments indicate the better performance of our algorithm both among the algorithms using same model and other well known approaches.

5.1. **Comparison with model variants**

Belief propagation and graph cuts are two main optimization techniques for MAP-MRFs model, and thus have been developed constantly in recent years. As a same model based approach, we compare our denoising results with the two mature approaches to better demonstrate superiority and efficiency of our algorithm.

Under the MAP-MRF models, one of the most important thing, which greatly affects the final results, is the object energy function design. As indicated above, our algorithm focuses on the quadratic data and smooth term with special design \( w_{ij} \) for different neighborhoods to allow intensity discontinuity on the image edges and smoothness in homogenous regions. We herein choose best energy function formats for belief propagation and graph cuts in terms of best visual denoising quality to make our comparison more convincing. The energy function for GC and BP denoising consists of truncated quadratic data term and truncated quadratic smooth term with spatially constant parameter \( \lambda \) to control the tradeoff between data and smooth constraint. The truncation on data penalty and smooth penalty can handle the outlier noise and preserve the intensity discontinuity, respectively.
Some results on the noisy images “Barbara” and “Boat” with standard deviation $\sigma = 20$, and 30 are provided in Figs. 3 and 4 for visual comparison. The figures indicate that the results of our algorithm look better than the others and the edges are well preserved although some small details are lost. The details and main structures are removed in the seriously over-smooth results of BP and GC, especially in the seriously corrupted images. Due to the tradeoff consideration between data truncation constant and smoothing degree, there are also some isolated undesirable noise pixels in GC and BP results which badly affects the image visual quality. However, outlier noise pixels are all removed in our approach results although we do not use data truncation.

The PSNR and MSE values on “Barbara”, “Boat” denoising with five different level noise are given in Table 1. From the

![Fig. 3. Results of MRFs-based denoising algorithms on “Barbara” image with the noise $\sigma = 20$ (the first row) and $\sigma = 30$ (the second row). From left to right: the noisy image, the result of BP, GC, and our algorithm.](image)

![Fig. 4. Results of MRFs-based denoising algorithms on “Boat” image with the noise $\sigma = 20$ (the first row) and $\sigma = 30$ (the second row). From left to right: the noisy image, the result of BP, GC, and our algorithm.](image)
quantitative comparison, we can see that our algorithm outperforms BP and GC. The output PSNR values of our algorithm are all higher than that of the other two. The improvement is little in low level noisy images and great in worse corrupted ones and the BP algorithm obtains better PSNR results than GC. On the other hand, our approach is also on top of the other two in terms of MSE.

It should be mentioned how we choose the parameters for the algorithms. We found the best parameters in terms of the largest PSNR for each algorithm with respect to each noisy image, which means that each algorithm runs with five sets of parameters to denoise the five noisy images, respectively. In our algorithm, the parameter \( b = 100 \) is fixed and the other parameter \( a \) ranges from 1 to 3. In GC and BP algorithms, data truncation constant, smooth truncation constant and \( l \) range from 3000 to 10000, 200 to 500 and 2 to 10, respectively, while the iteration number is 15 to ensure the convergence of BP and GC. We also find that the parameter setting with respect to the noise level is stable and robust in our algorithms for all the images whereas BP and GC are not due to the strong dependence on the initial estimation and large ranges of parameters. Obviously, the less parameter and the parameter stability in our algorithm make us convenient to achieve the best denoising results.

It is also worth noticing that our algorithm can obtain the closed form solution faster than iterative minimization based GC and BP, even when the efficient BP proposed in [26] is used. For \( 256 \times 256 \) noisy image, the computational time taken by the GC, BP, and our algorithms are about 3 min, 1 min, and 5 s, respectively.

As energy minimization techniques, graph cuts and belief propagation converge to a strong local minimum. Meanwhile, the deviation from globally continuous optimum to discrete output in our algorithm is unavoidable. Therefore, optimal property is important. We know that the GC expansion algorithm produces a solution within a known factor \( 2c \) of the global optimum, where \( c = \max_{i,j \in \mathcal{N}} \frac{\max_{j \in \mathcal{N}} s(f_i, f_j)}{\min_{j \in \mathcal{N}} s(f_i, f_j)} \). The factor can be as small as 2 in the best situation where smooth term is Potts model, but Potts model does not suit for the denoising task since Potts model denoising generates serious staircase effect. Under other smooth constraint models applicable for expansion algorithm like linear truncated one, the optimal factor is always large in image denoising, which leads to the insignificant optimal guarantee. Fortunately, with our energy function and solving technique,
which are demonstrated to be efficient for denoising, optimal
guarantee is attainable with Theorem 2. Table 2 displays the
obtained continuous global optimal energy $E_{opt}$ in our algorithm
on five noisy images with $\sigma = 20$, the calculated discretization
deviation bound using Theorem 2 denoted by $\text{bound}$ and the
proportion parameter with respect to $E_{opt}$ represented by $\text{factor}$.
We further show the final discretized results' energy. The data in
the table strongly demonstrate the guaranteed optimal property
of our algorithm and in practice the energy after discretization is
much more closer to continuous optimum, which substantiates
the optimization efficiency of our algorithm.

Furthermore, we compare the output energies of BP, GC and our
algorithm on the same energy function to demonstrate the efficiency
of our algorithm as an energy minimization algorithm. We choose
quadratic data term and quadratic smooth term with constant
weight $\lambda = 5$. Due to the semimetric priors, swap-GC is used for
comparison together with max-product BP and our algorithm. Fig. 5
gives the intuitive energy comparisons on five noisy images
($\sigma = 20$). To make the comparisons vivid and further show the
deviations from continuous global optimum, we plot the energy
difference between outputs of each algorithm and globally optimum
on the five images, respectively. It is clear that our algorithm
achieves the lowest energy for all the five images and the energy
difference is small, which further demonstrates the optimal property
of our algorithms in practice. Further to note that max-product BP
obtains the comparable energy with ours and swap-GC is much
worse than BP and ours. The energy results are consistent with PSNR
and MSE comparisons. Therefore, we can conclude that our algo-

5.2. Comparison with the state-of-art algorithms

After the comparison with the MRFs based algorithms, we
extend the experiments on the state-of-art spatial denoising
algorithms. Gaussian Filter (GF) and Bilateral Filter (BF) are two
classical denoising methods which are representative for their
peers and NL-means (NL) is one of the most competitive denoising
method in spatial domain, to the best of our knowledge. Similarly, in the below comparisons, we also choose the best parameters for each algorithm, respectively, in terms of the best PSNR. According to the different noise level \((\sigma = 10, 20, 30, 50 \text{ and } 100)\), the filter window size ranges from 7 to 19 in GF and filter standard deviation is between 0.5 and 2 while filter window size, standard deviation of spatial domain and intensity domain are between 7 and 11, 1 and 2, 0.1 and 2, respectively, in BF. Meanwhile, the search window size in NL ranges from 15 to 21 and similarity window size is 5 or 7 with the filter degree between 100 and 1000. Further to note that the window size determines the algorithm running speed, especially for NL algorithm. The average running time for GF, BF and NL are about 0.5 s, 5 s, 7 min, respectively.

Figs. 6 and 7 exhibit the results on the noisy images “Pepper” and “House” with \(\sigma = 20 \text{ and } 30\). The figures indicate that the results of our algorithm and the NL algorithm look much better than others. The results of GF and BF are under-smooth and the blurring effect occurs. The NL and our algorithm can remove the noise and impose the consistency in the smooth regions effectively while preserving the details and edges well.

<table>
<thead>
<tr>
<th>(\sigma/\text{PSNR}_0)</th>
<th>PSNR</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GF</td>
<td>BF</td>
</tr>
<tr>
<td>Pepper</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10/28.15</td>
<td>34.23</td>
<td>36.26</td>
</tr>
<tr>
<td>20/22.20</td>
<td>32.24</td>
<td>34.43</td>
</tr>
<tr>
<td>30/18.52</td>
<td>31.51</td>
<td>44.37</td>
</tr>
<tr>
<td>50/14.20</td>
<td>30.40</td>
<td>30.87</td>
</tr>
<tr>
<td>100/8.17</td>
<td>29.13</td>
<td>29.18</td>
</tr>
<tr>
<td>House</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10/28.11</td>
<td>34.81</td>
<td>37.22</td>
</tr>
<tr>
<td>20/22.14</td>
<td>32.81</td>
<td>34.29</td>
</tr>
<tr>
<td>30/18.58</td>
<td>32.09</td>
<td>32.60</td>
</tr>
<tr>
<td>50/14.19</td>
<td>31.01</td>
<td>31.60</td>
</tr>
<tr>
<td>100/8.09</td>
<td>30.17</td>
<td>30.06</td>
</tr>
</tbody>
</table>

Table 3
PSNR and MSE comparison among the state-of-art denoising algorithms: Gaussian Filter(GF), Bilateral Filter(BF), Non-local Means Filter(NL) and Ours, on the noisy images “Pepper” and “House” with different level noise. \(\text{PSNR}_0\) is the PSNR value of the noisy image.

The PSNR and MSE values are given in Table 3. From the results we can see that for less noisy images \((\sigma = 10, 20)\), our algorithm obtains comparable PSNR and MSE values to the NL algorithm and is better than the other two algorithms. For more noisy images \((\sigma = 30, 50, 100)\), our algorithm achieves the best results. It is worth noticing that the NL algorithm degrades sharply on strongly noisy images due

<table>
<thead>
<tr>
<th>(\sigma/\text{PSNR}_0)</th>
<th>10/28.11</th>
<th>20/22.11</th>
<th>30/18.51</th>
<th>50/14.21</th>
<th>100/8.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>34.70</td>
<td>32.89</td>
<td>32.07</td>
<td>31.18</td>
<td>29.44</td>
</tr>
<tr>
<td>BF</td>
<td>35.55</td>
<td>33.16</td>
<td>31.98</td>
<td>31.01</td>
<td>29.22</td>
</tr>
<tr>
<td>NL</td>
<td>36.29</td>
<td>33.98</td>
<td>32.51</td>
<td>30.32</td>
<td>27.87</td>
</tr>
<tr>
<td>BF</td>
<td>35.48</td>
<td>33.39</td>
<td>32.57</td>
<td>31.49</td>
<td>28.33</td>
</tr>
<tr>
<td>GC</td>
<td>35.40</td>
<td>33.38</td>
<td>32.20</td>
<td>30.95</td>
<td>28.16</td>
</tr>
<tr>
<td>Ours</td>
<td>35.77</td>
<td>33.65</td>
<td>32.63</td>
<td>31.55</td>
<td>29.47</td>
</tr>
<tr>
<td>MSE 10/28.11</td>
<td>32.01</td>
<td>34.40</td>
<td>40.39</td>
<td>49.52</td>
<td>74.01</td>
</tr>
<tr>
<td>BF</td>
<td>18.10</td>
<td>31.44</td>
<td>41.23</td>
<td>51.53</td>
<td>77.79</td>
</tr>
<tr>
<td>NL</td>
<td>15.29</td>
<td>26.03</td>
<td>36.46</td>
<td>60.36</td>
<td>106.08</td>
</tr>
<tr>
<td>BF</td>
<td>18.41</td>
<td>29.80</td>
<td>35.97</td>
<td>46.18</td>
<td>95.48</td>
</tr>
<tr>
<td>GC</td>
<td>18.77</td>
<td>29.88</td>
<td>39.17</td>
<td>52.20</td>
<td>99.42</td>
</tr>
<tr>
<td>Ours</td>
<td>17.21</td>
<td>28.04</td>
<td>35.49</td>
<td>45.51</td>
<td>73.43</td>
</tr>
</tbody>
</table>

Table 4
PSNR and MSE values by the six algorithms on the “Lena” image. \(\text{PSNR}_0\) is the PSNR value of the noisy image.

<table>
<thead>
<tr>
<th>(\sigma/\text{PSNR}_0)</th>
<th>10/28.11</th>
<th>20/22.09</th>
<th>30/18.61</th>
<th>50/14.16</th>
<th>100/8.11</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>34.33</td>
<td>32.91</td>
<td>32.08</td>
<td>31.38</td>
<td>29.18</td>
</tr>
<tr>
<td>BF</td>
<td>35.17</td>
<td>32.98</td>
<td>32.10</td>
<td>31.14</td>
<td>29.37</td>
</tr>
<tr>
<td>NL</td>
<td>35.71</td>
<td>33.64</td>
<td>32.41</td>
<td>30.48</td>
<td>27.95</td>
</tr>
<tr>
<td>BF</td>
<td>35.10</td>
<td>33.07</td>
<td>32.35</td>
<td>31.50</td>
<td>28.21</td>
</tr>
<tr>
<td>GC</td>
<td>35.08</td>
<td>32.96</td>
<td>32.12</td>
<td>31.15</td>
<td>27.82</td>
</tr>
<tr>
<td>Ours</td>
<td>35.59</td>
<td>33.60</td>
<td>32.51</td>
<td>31.58</td>
<td>29.54</td>
</tr>
<tr>
<td>MSE 10/28.11</td>
<td>33.26</td>
<td>40.30</td>
<td>47.27</td>
<td>78.60</td>
<td></td>
</tr>
<tr>
<td>BF</td>
<td>20.79</td>
<td>32.75</td>
<td>40.06</td>
<td>50.03</td>
<td>75.26</td>
</tr>
<tr>
<td>NL</td>
<td>17.48</td>
<td>28.13</td>
<td>37.33</td>
<td>58.26</td>
<td>104.29</td>
</tr>
<tr>
<td>BF</td>
<td>20.09</td>
<td>32.09</td>
<td>37.87</td>
<td>46.07</td>
<td>98.25</td>
</tr>
<tr>
<td>GC</td>
<td>20.19</td>
<td>32.86</td>
<td>39.94</td>
<td>49.87</td>
<td>107.45</td>
</tr>
<tr>
<td>Ours</td>
<td>17.96</td>
<td>28.36</td>
<td>36.50</td>
<td>45.23</td>
<td>72.23</td>
</tr>
</tbody>
</table>

Fig. 8. Results of the six algorithms on “Lena” image with the noise \(\sigma = 20\) (the first row), \(\sigma = 30\) (the second row) and \(\sigma = 50\) (the third row). From left to right: the noisy image, the result by BP, GC, GF, BF, NL, and our algorithm.
to the corruption of its image structures similarity assumption, that is, a window in a natural image has many similar windows in the same image. In a strongly noisy image, the noise causes the structure similarity unconfident and lossy, therefore NL algorithm even generates many undesirable artificial textures in the smooth regions.

For the sake of better visual comparisons on all the algorithms (BP, GC, GF, BG, NL and Ours), we show the visual results of these algorithms on the “Lena” image with $\sigma = 20, 30$ and $50$ in Fig. 8 and quantitative experimental results are given in Table 4. The results further demonstrate the competitive even better performance of our algorithm.

Another experiment is carried out on the Berkeley segmentation benchmark [31]. 300 nature images are also corrupted by Gaussian noise with $\sigma = 10, 20, 30, 50, 100$. The parameters for each algorithm are the same as those obtained in the first experiment. Table 5 shows the average PSNR and MSE values. From this table, it is obvious that our algorithm performs the best.

At last, we test our algorithm and one of the best state-of-the-art method, the BM3D [18], on image “Lena”, “Barbara”, and “Boat” with the size of $512 \times 512$. The comparative results are given in Table 6. The results of the BM3D are copied from the authors’ webpage http://www.cs.tut.fi/foi/GCF-BM3D/. From the result we can see that our algorithm has comparable results to the BM3D for images with less noise; while performs better than the BM3D for more noisy images. The running time of our algorithm on a $512 \times 512$ image is about 20 s.

The results of visual comparisons of BM3D and our algorithm are given in Fig. 9. In this figure, we give the results of our algorithm with $a=1$, $a=2$, and $a=3$ in the right three columns, respectively. From the results we can see that our results tend to smoothness compared to BM3D. The different setting of parameter $a$ affects the level of smoothness. The smoothness-tending results of our algorithm may be not optimal for human perception. However, the best numerical results (PSNR and MSE values) indicate that our algorithm is more suitable for preprocessing in applications of image processing and computer vision.

6. Conclusion

In this paper, a novel image denoising algorithm has been proposed. This algorithm formulates the image denoising problem as an energy minimization problem based on an MAP-MRF
model. Since such an optimization problem is NP-hard in discrete sense, there is no guarantee for an optimization algorithm to obtain an exact global optimum and many optimization techniques denoise the image iteratively and therefore cannot have the closed form solution. In our algorithm, by relaxing the image intensities from discrete values to continuous values, a closed-form globally optimal solution is obtained. Although the deviation from continuous globally optimum is inevitable since the discretization must be carried on to present the digital image, we can obtain an upper bound for the deviation theoretically which demonstrates the optimal property of our algorithm. Moreover, the pre-estimated edge information is incorporated in our formulation to preserve edges well during denoising. Meanwhile, the utilization of the Laplacian matrix based on the weighted graph construction commendably quickens up our algorithm which also facilitates our closed form solution formulation. In comparison with model variants, our algorithm outperforms the other two mature algorithms both on the image denoising task and on the energy minimization. The extensive comparative experiments with state-of-the-art methods demonstrate that our proposed approach performs competitively, and often better than the best existing ones.

As the same as many existing algorithms, the proposed algorithm meets the problem of parameter selection (parameters $a$ and $b$ in (8)). In our experiments, $a$ is selected within a reasonable range and $b$ is fixed as the same value. One possible solution to this problem is to learn the parameters via maximizing marginal probability from a set of training data.

In addition, as a good solving technique for MRFs energy optimization, our algorithm can be efficiently applied to many other tasks, e.g. image segmentation, stereo motion and image synthesis in image processing and computer vision, which can be modeled as MAP-MRFs. The formulation and optimal property analysis can be followed in a similar way.
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